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ABSTRACT


Resistor arrays are the leading technology for testing tactical imaging infrared sensors with a real-time Dynamic Infrared Scene Projector (DIRSP) system.  The fundamental goal of a DIRSP system is to project “in-band” infrared imagery to a level of detail such that a Unit Under Test (UUT) perceives and responds to the synthesized scenes just as it would to the real world scenes.   In the real world, these tactical scenes are continuous functions that contain both low and high spatial frequencies.  Unfortunately, resistor arrays have a discrete number of elements requiring a sampled version of the scenario.  The output of the DIRSP is a stepwise continuous radiance distribution that is projected through the DIRSP optics, the UUT optics, and onto the UUT detector array.  In many sensors, the UUT detector array produces a sampled version of the irradiance.  This continuous to digital to continuous to digital system requires careful analysis regarding the aliasing that may result.  Results of such an analysis are presented here.   Specifically, the aliasing issues are addressed with results obtained for the typical case of a slightly undersampled sensor (regarded in testing as “natural” aliasing.)  The analysis indicates the scene projector’s spatial frequency limit (i.e., its folding frequency) should exceed the average of the UUT sensor’s  cutoff spatial frequency and the spatial frequency cutoff of the scene pre-filter (or scene band limit if pre-filtering is not used).  This constraint does not eliminate aliasing.  Rather it provides for the natural aliasing present in the sensor while avoiding spurious effects from unnatural aliasing in the creation and projection of the synthetic tactical scenes.  The scene projector requirement developed in this work is applicable for tactical imagers and imaging missile seekers.
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1.  INTRODUCTION


The past few years of technology growth has given us real Dynamic Infrared Scene Projector (DIRSP) systems whose performance is impressive.  The technology that has taken a substantial lead in DIRSP performance is that of resistor arrays1.  Resistor arrays have been successfully manufactured in sizes of 512 by 512.  Display pixel elements (dixels) have temperature ranges of hundreds of degrees Celsius with frame modulation rates in the hundreds of Hertz. Larger resistor arrays with higher performance dixels will be available in the near future.


The resistor array DIRSP systems have provided realistic, dynamic strategic and tactical scenes to infrared imaging systems.  The demonstration of these DIRSP systems to sensor development Program Managers has increased the interest in using a DIRSP system to evaluate sensor responses to real-world scenarios.  These evaluations would be performed in the safety of the laboratory in a more cost effective and repeatable manner than field testing.  It is possible that near term employment of DIRSP systems will include realistic evaluation of sensor responses to an exhaustive array of strategic and tactical scenarios.  There are currently a few DIRSP programs whose goals are exactly this; real-world scenario sensor response testing in the laboratory.


The rapid development of DIRSP systems, as is typical with new and exciting technologies, is raising many more questions for which answers must be provided.  The ultimate DIRSP goal is to provide a scene to a sensor, where the scene cannot be discerned from the real world as viewed by the sensor.  While this is a noble goal, it is extremely difficult to translate this goal into hardware and processing requirements for the development of a DIRSP.  A DIRSP developer must specify the size and shape of the array, size and shape of the dixels, dixel thermal range, dixel modulation rate, etc.


At first look, an analyst may attempt a confident linear shift-invariant (LSI) system approach to converting the goal to realizable hardware requirements.  The authors caution analysts in this approach due to a number of issues.  


1. The DIRSP display is a sampled system and most sensors are sampled systems.  The 



sampling of a sampled system creates responses such as non-shift invariance 



in some cases and non-linearities in other cases.  


2.  Most sensors are undersampled so that some aliasing occurs.  The aliasing is acceptable in the 



sensor design for human visual consumption and for imaging missile seekers.  The 



DIRSP should provide a signal whose bandwidth is sufficient to allow natural aliasing by the sensor.


3. DIRSP aliasing must be addressed.  If the scene to be displayed is not bandlimited, the output 


signal of the DIRSP can provide significant unwanted aliasing.


4. Spurious responses include unwanted aliased signals and shift variance unwanted signals.  The 

magnitude of spurious responses is a function of undersampling, filtering, and 



scene spatial frequency content.

These problems are only a few issues that are under consideration.  Many other issues are also being addressed, where major issues accompany the non-uniformity correction (NUC) of the DIRSP.  For example, NUC residuals (errors) at the display output are not bandlimited with respect to the sensor so NUC residuals are contributors to aliasing and spurious responses.


Not all problems have been addressed and there are many researchers attempting to resolve some of the above issues.  This paper attempts to provide some general guidelines for the specification of DIRSP resolution for tactical infrared imagers.  The basis for these guidelines is the aliasing of signals due to the display of sampled imagery by the DIRSP and the natural aliasing due to sampling by the sensor.  Shift invariance has not been considered and other errors such as the NUC errors have been assumed to be negligible.
2.  BLOCK DIAGRAM


To explain the DIRSP process, we will go through an equivalent block diagram and describe each component in the system.  Consider the block diagram in Figure 1. The first block alone is quite complex.  The Computer Image Generator (CIG) provides a collection of digital samples that will eventually constitute an image on the DIRSP emitter array.  The CIG could be as simple as a large number of “canned” sequential records of digital data that have been acquired by some sensor in the field.  The CIG could be as complex as an infrared scene simulator that operates on a three-dimensional database and forms sequential scenes in real-time for HardWare-In-the-Loop (HWIL) applications.  The treatment of the CIG data is dependent on the CIG scenes and CIG output.  A reconstruction filter is required if the CIG provides digital scene data that is not bandlimited to within (or close to within) the spatial folding frequency of the emitter array.  For example if a well-designed infrared sensor were to take samples and these samples were to be displayed on a 1 to 1 basis on the emitter array, a reconstruction filter is not recommended.  However, if the CIG provides scenes with significant components at twice the spatial frequency bandwidth of the emitter array, a reconstruction filter would be required.  The purpose of the reconstruction filter is to bandlimit the imagery to prevent DIRSP aliasing.  If required, there are a number of criteria that are used in the design of reconstruction filters.
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Figure 1:  Imagery Process Through DIRSP and Sensor.  


The reconstruction filter is digital and the output of the filter is converted to analog emitter drive signals.  While the Non-Uniformity Correction (NUC) does apply to these drive amplifiers, the NUC can be effectively modeled at the output of the emitter array.  The reason is that the NUC provides inherent aliasing since it cannot be filtered or bandlimited prior to the DIRSP display sampling.  The emitter array is the actual heated resistors separated by some dixel pitch (center-to-center spacing).  The resistors (emitter surfaces) do not take up all of the area, so some fill factor and geometry must be considered when analyzing the display spectrum.  The analog drive signals are converted to radiant flux by the dixels and this flux is delivered to the sensor entrance aperture by the DIRSP optics.  A well designed DIRSP will have optics with an insignificant Modulation Transfer Function (MTF) due to geometric aberrations compared to that of the sensor. 


In the longwave infrared spectrum, the atmosphere over laboratory lengths can usually be ignored, so the next component is the sensor optical transfer function, or sensor MTF.  This MTF along with the MTF attributed to the detector size and any scanning action degrades the image spectrum significantly.  General consensus in the DIRSP community is that the degradation in resolution should be around a factor of 2 in both the horizontal and vertical directions.  These MTFs blur the emitter image and further bandlimit the image that falls on the detector sampling grid.  Note that if significant aliasing occurred prior to the DIRSP sampled display, the MTF here may or may not eliminate the aliased scene components.  Finally, the detector sampling grid provides an analog to digital conversion.


The sensor backend MTF includes any postfilters, boost amplifiers, or reformatters that are required to prepare the data for display or other postprocessing.  Finally, the display system has an MTF that must be considered.  It is desirable to use the sensor’s display system rather than a laboratory display.  In some cases, the imagery is not displayed.  For example, the imaging sensor within a missile seeker includes a processor  and tracker algorithm instead of a display and human interpretation.

3.  IMPORTANT ISSUES


There are many important issues that must be addressed in the design of a DIRSP.  More importantly, they are at many times inter-dependent and will require some type of trade-off to reach the optimum configuration.  Even with careful attention, there are many opportunities for oversight.

The following (non-exhaustive) list represents important issues surrounding system level DIRSP design and each will ultimately require some level of analysis.  The order of priority is directly associated with the specific DIRSP application.  The importance of specific application can not be over stressed.  Here, the order of priority has been selected for a resistive array DIRSP application for testing imaging infrared target acquisition sensors, more specifically, second generation Forward Looking Infrared (FLIR) Army sensors.

Non-Uniformity Correction 

Radiant Accuracy and Resolution 

Temporal Response

Spatial Resolution and Oversampling as Related to Human Vision of Imagery

Spatial Resolution and Oversampling as Related to Missile/Target Tracking Processors

Pre-filtering (or not to) 

Shift Variance 

Projection Transfer Function 

Spurious Responses (Spatial, Spectral and Temporal)

Crosstalk (Optical, Electrical and Thermal) 

Dead Pixel Compensation 

Scene Dependent Power 

Spectral Characteristics (Emissivity) 

Background Flux Average Level Effects

The aliasing issues surrounding (the adequacy of) spatial oversampling are addressed in this paper.  Given the specific application mentioned above, within the issue of aliasing alone, there are many tradeoffs.  In this case, the tradeoffs are driven by the limit of resistor array pixels that can be produced, the computer processing power available (for pre-filtering), and the type of imagery that is to be prepared for projection.  For each of these important issues, the DIRSP designer has to first consider the specific domain of application for the DIRSP and thoroughly understand the intended use.

4.  ALIASING


The ultimate goal for a DIRSP is to provide imagery to a sensor Unit Under Test (UUT) such that the sensor (and corresponding human observer) cannot discern the difference between the DIRSP provided scene and a real-world scene.  This is an important concept in that most sensor UUTs are designed in an undersampled mode with some inherent aliasing2,3,4 properties.  These aliasing properties should be kept intact with real sensor UUT aliasing of high fidelity input images.  However, the important question here (that has been pondered by many scene projector researchers) is “how many DIRSP dixels should be provided per sensor UUT pixels?”  This question can be addressed with an analysis of the aliasing properties of the DIRSP and the sensor.  While an analysis of the aliasing properties may not provide the overall answer, it does satisfy a large part of the solution.


The authors have performed a linear-shift-invariant (LSI) system aliasing analysis on the simplified block diagram of the DIRSP and sensor front end as illustrated in figure 2.  This part of the block diagram is modeled because we are looking for the difference between the DIRSP and the real world spectrum.  The imagery source and the sensor back end are common to both the DIRSP and the real world, so we focus on the block diagram section that is different (as illustrated in figure 2).  While a complete mathematical analysis has been performed, it is cumbersome and is not appropriate for presentation in this paper.  We will provide a descriptive result with the input output functions illustrated in figure 2 as a guide.
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Figure 2.  Simplified Block Diagram.

The first block includes the image preparation and the sampled display of the DIRSP.  If the input image is extremely high fidelity with respect to the DIRSP display sampling frequency, then a prefilter is required.  The pre-filter has an MTF as shown, where a perfect filter with a step cutoff at the display sample frequency is not physically realizable.  Such a perfect filter would be infinite in spatial width, so a practical filter is designed to give good MTF with minimal aliased signal.  The closer this filter approaches a perfect filter,  the larger the required convolution kernel becomes in space requiring more computer power for its implementation.  If a human were viewing the DIRSP directly,  pre-filter designs could be derived from the Schade, Legault, and Sequinn criteria.  In the DIRSP case, it is less important that one of these criteria be satisfied and more important that good MTF is achieved and that the prefilter cutoff frequency, 

 is not much larger than the DIRSP sampling, or folding, frequency.  The DIRSP folding frequency, in cycles per milliradian can be considered 







[cycles per milliradian]


(1)

where f is the focal length of the DIRSP collimator in meters and d is the dixel-to-dixel center distance (pitch) in meters.  The factor of 1000 is for the conversion of radians to milliradians.  The prefilter is applied to the input image spectrum in order to bandlimit the input spectrum for minimal aliasing.  If the input image spectrum is known to be bandlimited to meet the prefilter requirements described above, no prefiltering is recommended.  In summary, the amount of aliased signal inherent in the sampled DIRSP image output is a function of the input image spectrum, the prefilter MTF (if required), and the DIRSP sample rate.  This aliased signal is shown in the output spectrum, 

.


The output spectrum, 

, is considered the input spectrum, 

, to the second dashed block.  There are two Modulation Transfer Functions (MTFs) that must be applied to the sampled image display spectrum.  The DIRSP MTF which is comprised of the dixel geometry frequency response and the DIRSP optics frequency response (caused by aberrations).  The DIRSP MTF is usually designed such that it does not degrade the image spectrum significantly compared to the sensor UUT MTF.  The sensor UUT MTF shown is that of the sensor front end.  It includes the optical MTF (diffraction and aberrations) and the detector MTF.  Any other presampling MTFs that occur prior to the sensor UUT sampling action must also be considered.  This includes any vibration and drift MTFs that are present during a laboratory scene projection exercise.  The sensor UUT MTF effective cutoff frequency, 

, is the limiting spatial frequency.  Note that the display aliasing may or may not be present in the output spectrum, 

, of the sensor UUT MTF function.  We will write the requirement for this later.

After the DIRSP and sensor UUT MTF functions, the sensor UUT sampling occurs.  The UUT sample rate in cycles per milliradian is usually specified.  Sensors are typically undersampled so that the UUT folding frequency, 

, is less than the UUT MTF effective cutoff frequency, 

.  This leads to natural (seen in the real world use of these sensors) aliasing that should be reliably represented by the DIRSP system.  That is, prefiltering should not occur that limits the image spectrum to below the UUT effective cutoff frequency.  Also, the DIRSP aliasing should not be allowed to “wrap” back around to below the sensor cutoff frequency so that it is “double-aliased.”
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Figure 3.  Spectral Components.


To determine a DIRSP resolution requirement based on aliasing, we consider all of the actions described in figure 2 on one spectral plot in figure 3.  First, the pre-filter cutoff frequency (or the input image spectrum bandlimit if no prefilter is used) wraps around the DIRSP folding frequency.  This lowest spatial frequency of the aliased signal must be greater than or equal to the UUT MTF cutoff frequency in order not to be aliased again by the UUT sampling frequency.   That is,



.





(2)

With rearrangement,












(3)

which is an interesting result.  The required DIRSP folding frequency is a function of the UUT MTF cutoff frequency and the prefilter cutoff frequency.  If this limitation is satisfied, then the sensor UUT resolves only those frequencies seen in the real world.  The only degradation of the imagery that is different than that of the real world is that of the prefilter MTF and of the DIRSP MTF.  With a good DIRSP system design, these degradations can be kept to a minimum.  The UUT MTF is seen as a degradation, but then again, the UUT MTF degradation will occur on real-world scenes.

5.  SIMULATION RESULTS


A simulation was performed to investigate aliasing in a scene projector/UUT sensor system.  This simulation specifically illustrates the requirement for using a prefilter to avoid unnatural aliasing.    The simulation was comprised of an input image, a prefilter (or not), a DIRSP, a sensor front-end, and sensor sampling.  The input image was selected as a collection of four images: a high spatial frequency scene, a low spatial frequency scene, a four bar target test scene, and a spoke reticle test scene.  The input image shown in figure 4 has 512 by 512 pixels, where each sub-image has 256 by 256 pixels.
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Figure 4.  System Input Image.

The image was simulated for display on a 256 by 256 DIRSP and then viewed by a sensor simulation that degraded and sampled the DIRSP output in a 128 by 128 array.  Two cases are provided here.  One case is where, the image was prefiltered correctly to meet the requirements outlined in the previous section.  The second case corresponded to no prefilter so that the high frequency image was not bandlimited to meet the DIRSP sampling requirements.  The output of the DIRSP is shown in figure 5 for both cases.  For the prefiltered case, the Legault5 criterion was applied where only 5 percent of the prefilter MTF is above the display folding frequency.
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Figure 5.  DIRSP Output Images: Top is Prefiltered, Bottom is not.
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Figure 6.  Sensor Output Images: Top is Prefiltered, Bottom is not.


The output of the DIRSP is shown in figure 5 where the top image is prefiltered and downsampled and the bottom image is only downsampled.  The top image appears blurred, but there appear to be no signals on the output that were not present on the input.  Also note that the highest  4-bar spatial frequency has been lost with little modulation transfer.  In the bottom, non-prefiltered image it is readily apparent that significant aliasing has occurred in the high frequency sub-image (upper left corner).  Two other artifacts are that the highest spatial frequency 4-bar target has been replaced with a bright spot and that the reticle edges appear much more “blocky” than that of the prefiltered image.  Finally, note that the low frequency content image sub-image (lower right corner) appears similar for both cases.  This is because the image is bandlimited so that prefiltering is not required.


The output of the sensor is shown in figure 6.   Again, the prefiltered image appears to be unaltered except for blurring, where the blurring corresponds to a reduced modulation.  The second 4-bar target spatial frequency has been lost.  The aliasing in the non-prefiltered image is less pronounced due to the sensor blur that reduces the high aliased spatial frequencies along with the high legitimate spatial frequencies.  However, it is still apparent that DIRSP aliasing is still on the output, for the bright spot of the highest spatial frequency 4-bar target is still present.  There are differences in the high spatial frequency image, but very little differences are noticeable in the low frequency images.  


While the sensor reduces the perceived aliasing caused by the DIRSP, there are still DIRSP aliased signals on the output of the DIRSP/sensor system if the requirement of equation 3 is not satisfied.  For band-limited imaging, prefiltering may not be necessary, as the prefilter cutoff frequency in equation 3 can be replaced by the imagery band limit.  The authors cannot stress enough that this requirement is application specific.  If prefiltering is not employed, the imagery must be bandlimited (which can even be scenario specific).

6.  CONCLUSIONS

Dynamic infrared scene projectors provide a relatively new capability for testing imaging infrared sensors.  Of several technologies available, resistor arrays are the leading technology for producing infrared scenes.  Sampling of the desired scenes required to drive the resistors on the array can be a source of aliasing.  Prefiltering the scenes can mitigate the aliasing given that the spatial sample rate cannot be increased without limit.  That is, production constraints limit the number of resistors in the array (thus, their spacing), thereby limiting the spatial sample rate.


Many imaging infrared sensors themselves are sampled devices.  Staring focal plane arrays are sampled devices in both horizontal and vertical directions.  Even scanned detector arrays yield a digital signal in many sensors, in both directions.  Thus, this second source of aliasing needs to be considered in designing infrared scene projectors.


A desirable goal of the design of infrared scene projectors is that the synthetic scenes should evoke a similar  response as or be perceived the same as the real world scenes.  With this design goal, one must consider these inherent sources of possible aliasing, even in choosing such things as the projection optics.  Thus, managing projector aliasing becomes a design criteria for most aspects of the scene projector design.


Results are reported for a model of the aliasing in a dynamic infrared
scene projector/imaging infrared sensor test system.  The model is directed at the parts of the test system that could produce results different from those obtained in real world scenes.  “Natural” aliasing occurs in many sensors because the spatial frequency bandpass of the optics exceeds the folding frequency caused by detector sampling.  Thus, a design goal is to preserve this “natural” aliasing since it would be present with real world scenes.  Aliasing by the resistor array must be controlled.  If the real world scenes can have spatial frequencies far beyond the folding frequency of the resistor array, prefiltering is required.  In the results reported here, that prefiltering is characterized by the spatial frequency cutoff of the prefilter, 

.  For real world scenarios with scenes that are bandlimited to approximately the folding frequency of the resistor array,  prefiltering may not be required and the prefilter spatial frequency cutoff can be substituted with the scene band limit.  Similarly, the limiting spatial frequency of the UUT sensor is characterized by the sensor cutoff spatial frequency, 

.  Analysis indicates that the scene projector’s spatial frequency limit (i.e., its folding frequency), 

, should satisfy the relationship:




It is important to realize that this constraint does not eliminate aliasing.  Rather it provides for the natural aliasing present in the sensor while avoiding spurious effects from unnatural projector aliasing.  This constraint prevents spatial frequency components in the original scenes (scenes prior to prefiltering) from being aliased to spatial frequencies of “natural” sensor aliasing.  This double aliasing has no counterpart in a sensor viewing a real world scene because the real world scene is presented to the sensor as a continuous (i.e., not sampled) signal.


In summary, a design criterion is reported that manages aliasing through proper design of the infrared scene projector/imaging infrared sensor test set.  Aliasing need not prevent the synthetic scenes from being perceived just as the real world would be.
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